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Abstract—Present approaches to achieve k-coverage for Wireless Sensor Networks still rely on centralized techniques. In this paper,

we devise a distributed method for this problem, namely Distributed VOronoi based Cooperation scheme (DVOC), where nodes

cooperate in hole detection and recovery. In previous Voronoi based schemes, each node only monitors its own critical points. Such

methods are inefficient for k-coverage because the critical points are far away from their generating nodes in k-order Voronoi diagram,

causing high cost for transmission and computing. As a solution, DVOC enables nodes to monitor others’ critical points around

themselves by building local Voronoi diagrams (LVDs). Further, DVOC constrains the movement of every node to avoid generating new

holes. If a node cannot reach its destination due to the constraint, its hole healing responsibility will fall to other cooperating nodes. The

experimental results from the real world testbed demonstrate that DVOC outperforms the previous schemes.

Index Terms—Wireless sensor networks, coverage, voronoi diagram

Ç

1 INTRODUCTION

AMONG numerous challenges confronted in designing
protocols for WSNs, the coverage problem stands out

as one of the most critical issues. Some WSN applications
such as environment/ocean monitoring and animal tracking
require to cover each point of the target region. However,
even if we initially can deploy sensor nodes to make the
entire target region fully covered, the nodes may die due to
battery drain or environmental causes, which may generate
coverage holes in the region. Also, nodes may deviate from
their initially assigned positions due to uncontrollable fac-
tors (e.g., motion of oceanwaves), leaving some areas uncov-
ered [1]. Coverage holes reduce the ability of WSNs to detect
events and network reliability. Therefore, it is crucial to
equip sensor nodes with efficient hole detection and recov-
ery capabilities to ensure full coverage of the target region.

In this paper, we study the hole detection and recovery
strategies for k-coverage problems in WSNs. A target field
is termed k-covered (k � 1) if every point in the target field
is in the sensing ranges of at least k nodes. A k-coverage
hole is a continuous area in the target field comprised of
points that are covered by at most k� 1 sensors. The prob-
lem of k-coverage is motivated by robustness concerns as

well as protocol requirements. For example, triangulation
based localization protocols require at least three sensors to
localize an object, and hence requires every point in the tar-
get to be at least 3-covered [2]. Also, an aircraft might to
need to deploy redundant sensors to provide fault tolerance
since sensors are prone to failures, especially when the tar-
get region is inaccessible [3]. In the other word, if any point
in the monitored area is monitored by at least k sensors,
proper operation of the network can still be ensured, even if
some sensors fail.

Previous schemes [4], [5] for k-coverage hole detection
generate a high time complexity in a large-scale WSN with
a large number of nodes. Also, their centralized method
makes them not feasible in large-scale WSNs because it bur-
dens the central node while sensor nodes have limited
energy and computation capacity, thus easily generating
bottlenecks. Besides hole detection, hole recovery is a key
issue in the coverage problem. Numerous hole recovery
schemes [4], [6], [7], [8], [9], [10] use sensor movement to
improve network coverage. In these schemes, sensor nodes
equipped with mobile platforms move around after the
initial deployment. However, most of these schemes use
centralized methods, which are not feasible in large-scale
WSNs due to the aforementioned reasons. Also, they
assume that accurate location information of each node is
known, which are impractical for WSNs in some cases [11].

Some previous schemes [12], [13] use distributed
approaches to build 1-order Voronoi diagrams (VDs) for
1-coverage detection. A VD is composed of numerous Voro-
noi cells, each of which has one sensor called generating node
residing in it. All points within a Voronoi cell are closer to
their generating node in the cell than to those in other cells.
Thus, a Voronoi cell is fully covered if a generating node
covers all of its Voronoi cell’s vertices. However, it would
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be very energy-expensive to directly extend these schemes
for the k-order coverage problem because each sensor node
requires much more location information for building
k-order VD and must monitor its distant critical points.

Our work aims to solve two formidable challenges: 1)
how can k-coverage holes be efficiently detected in a distrib-
uted manner, and 2) how can new holes be avoided while
healing current holes? Accordingly, we propose a Distrib-
uted VOronoi based Cooperation scheme (DVOC) based on
mathematical models for k-coverage in WSNs. In DVOC,
nodes cooperate in hole detection and recovery by node
movement, which significantly saves energy by reducing
message transmission and avoiding generating new holes
during node movement.

We first introduce a definition of the kth generating (near-
est) node of a critical point (i.e., Voronoi vertex), so that as
long as each kth generating node covers its critical point, the
whole area is k-covered. We also introduce a warm up
approach to find a point’s kth generating node from a set of
nodes. Thus, simply enabling Voronoi vertex to be moni-
tored by its kth nearest node can achieve k-coverage hole
detection. However, their long monitoring distance would
lead to high transmission cost. To this end, we propose
DVOC, in which each node builds local k-order VD (LVD) that
enables it to find its nearby critical point’s generating nodes
and check if the generating nodes cover this critical points.
Thus, nodes cooperate in monitoring each other’s critical
points and informing the generating nodes of uncovered crit-
ical points. We have proven that DVOC never misses any
holes if the accuracy of the LVD is guaranteed, and it allevi-
ates the transmission burden for each node significantly.
“Accuracy” here means the degree that the constructed VD
approximates the actual VD. Further, in order to avoid gener-
ating new holes during node movement, we mathematically
identify the safe area of each node, where the node should be
located to avoid new hole generated. If a node cannot reach
its destination due to the constraint, its hole healing responsi-
bility falls to another kth generating node. Compared with
previous schemes, DVOC costs less for both transmission
and mechanical movement; since DVOC can avoid oscillat-
ing movement with its cooperation mechanism, it converges
more rapidly than previous movement schemes. Specially,
DVOC consists of three components.

1) Distributed k-coverage checking: each node first collects
location information from its neighbor nodes, and
builds a LVD,which allows it to find the critical points
of others around itself within the diagram. Then,
nodes cooperate in monitoring nearby critical points
for each other. When a node detects a hole, it informs
the generating nodes tomove towards the hole.

2) Safe area identification: By transforming the k-coverage
problem to the problem that whether the radius of
circumcircle of each k-order Delaunay triangle (DT)
[14] formed by each critical point’s three generating
nodes is smaller than the radius of nodes’ sensing
ranges, we calculates each node’s safe area.

3) Movement-based hole healing strategy: When a sensor is
informed to move to a point, it calculates its safe area
using the information of its critical points retrieved
from nearby nodes. Once the sensor finds itself

unable to reach the destination due to the constraint
of its safe area, its hole healing responsibility falls to
the point’s another generating node (sensor). Thus,
nodes cooperate with each other in movement-based
hole healing in order not to generate new holes.

The rest of this paper is organized as follows. Section 2
presents related work. Section 4 introduces the models for
the coverage problem and presents the movement-assisted
scheme for detecting and healing coverage holes. Section 6
presents a performance evaluation of DVOC in comparison
with several previous schemes. The final section concludes
with a summary of contributions and discussions on further
research work.

2 RELATED WORK

Over the past years, intensive research efforts have been
devoted to the study ofWSNs’ coverage problems (including
hole detection [4], [5], [6], [7], [15] and hole healing) inWSNs [1],
[4], [6], [7], [8], [9], [10], [16], [17], [18], [19], [20], [21], [22].

2.1 Hole Detection Strategies

One category of schemes for k-coverage is called sensing bor-
der based methods [5], [15], in which each node verifies the cov-
erage of its vicinity by checking if its border is completely
k-covered by other nodes. The target field is k-covered iff the
sensing border of every internal node is k-covered. Huang
et al. [5] realized this scheme in a centralized manner with a
time complexity of O nmlogmð Þ, where m is the maximum
number of sensing regions that can intersect the sensing
region of a particular sensor and n is the number of nodes in
the network, while Bejerano et al. [15] realized it in a distrib-
uted manner with a time complexity O b3ð Þ, where b denotes
the number of sensors in the vicinity for each node. Though
the sensing border based scheme can detect holes in both
centralized and decentralized ways, the computing cost is
too high in the worst-case [4] (O n2lognð Þ in centralized algo-
rithm andO n3ð Þ in decentralized algorithm).

Another type of approaches, called VD based methods,
has been served as more efficient strategies to solve WSNs’
coverage problems [4], [6], [7]. For example, the ordinary
VD (also called 1-order VD) is used to detect 1-coverage
hole in WSNs [6], [7]. A VD is composed of numerous Voro-
noi cells, each of which has one sensor called generating node
residing in it. All points within a Voronoi cell are closer to
their generating node in the cell than to those in other cells.
Thus, if some points in a Voronoi cell are not covered by
their generating node, coverage holes are generated because
the points cannot be covered by other sensors. A Voronoi
cell is fully covered if a generating node covers all of its Vor-
onoi cell’s vertices. Thus, each node only needs to detect
whether its vertices are covered. So and Ye [4] extended the
1-order VD scheme [6], [7] to the k-coverage case using a
k-order VD in a centralized manner. Similar to 1-VD based
method, in k-order VD, each node only needs to detect the
vertices of the Voronoi cells which are associated with itself.

A challenge for VD based algorithm is how to build VD
distributively and efficiently. Some previous works have
introduced distributed algorithms for constructing 1-order
VD, which only exploits locality information, rather than
broadcasting location information to all nodes in the WSN.

1248 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 17, NO. 6, JUNE 2018

Authorized licensed use limited to: University of North Texas. Downloaded on September 06,2021 at 01:10:48 UTC from IEEE Xplore.  Restrictions apply. 



For example, Sharifzadeh and Shahabi [12] proposed a
method in which a node uses its collected location informa-
tion of some nodes to build a 1-order VD. Bash and Des-
noyers [13] proposed a method to improve the accuracy.
The method begins with an initial approximation of a local
k-order Voronoi cell at each node based on its neighboring
nodes and then leverages geographic routing primitives
(e.g., GPSR [23]) to systematically refine the Voronoi cell
and verify its correctness. To judge whether its constructed
Voronoi cell is accurate, a node only needs to check whether
there is a node unknown by itself that is closer to any of the
cell’s vertices than itself. However, none of previous works
propose an algorithm for building a k-order VD in a distrib-
uted manner, which requires each node to hold much more
location information of other nodes and generates higher
energy costs for transmission and computing.

Both sensing border based methods and VD based meth-
ods require precise location information of each sensor.
There are another category of hole detection approaches,
called homology-based methods, can detect coverage hole in
WSNs via homology without node location information [24],
[25], [26], [27], [28], [29], [30], [31], [32]. Specifically, De Silva
et al. [25] first proposed a centralized hole detection algo-
rithm via homology. They constructed the Rips complex cor-
responding to the WSN’s communication connectivity and
checked the coverage by verifying whether the first homol-
ogy group of the Rips complex is trivial. Then the above
ideas were first implemented in a distributed way by
Muhammad et al. in [26], [27]. Muhammad et al. also used
the flows of k-Laplacian (a natural generalization of the
graph Laplacian) operators on time-varying simplicial com-
plexes to verify dynamic coverage inmobile sensor networks
in [32]. Decreusefond et al. [30] applied computational
homology to verify coverage in a variety of settings, includ-
ing static planar coverage, 3-D barrier coverage, and time-
dependent sweeping coverage. All these homology-based
algorithms can be used to detect coverage holes forWSNs on
surfaces, but they do not consider the cases that Rips com-
plex may miss some special coverage holes. Although [24]
improves the accuracy of homology-based coverage hole
detection, the accuracy still cannot achieve 100 percent.
In contrast, the location-based hold detection methods, like
VD-based approaches, don’t miss coverage holes provided
the network connectivity is guaranteed.

2.2 Hole Healing Strategies

In VD based methods, like [6], [7], when a critical point is
detected uncovered, the generating node will move towards
the critical point to recover the hole. Apart from these, many
other methods have also been proposed for coverage detec-
tion and recovery. For example, grid quorum-based move-
ment schemes [17], [18], [19], [20], [21] have been used for
healing coverage holes. These schemes view the movement-
assisted network re-deployment problem as a load balanc-
ing problem under the virtual grid model. The schemes par-
tition an entire target region into small grid cells, and the
number of nodes in each cell is considered as the load of the
cell. The schemes schedule sensor movements in order to
achieve a balanced distribution of sensors among the grid
cells. A node within a grid cell can communicate with other
nodes in its four adjacent cells, and makes movement

decisions according to the information from adjacent cells
(i.e., wether the cells are overloaded or underloaded). In
particular, SMART [20] directs nodes from overloaded cells
to underloaded cells and prevents any unnecessary move-
ment. Thus both the total moving distance and the total
number of moves can be minimized. However, the moving
distance of grid quorum-based movement schemes is com-
paratively long since these approaches do not aim to heal
holes, but tries to balance the distribution of all the nodes.
Compared with grid quorum-based movement schemes,
VD based movement schemes are more likely to find a
shorter path because their target is solely to recover the
hole, not to balance the distribution of the hole network.
Other movement strategies also have been proposed for
solving the coverage problem. One method simulates
“virtual force” between sensor nodes [8], [9], [10], [16].

In addition, many WSNs’ healing strategies are proposed
for some special scenarios. For example, Luo et al. [1] stud-
ied the coverage problem on sea surface, where nodes keep
moving due to wave of water. They assumed that the entire
target region is fully covered initially, and each node domi-
nates a number of interest points which are randomly and
uniformly distributed throughout the entire region. When
some nodes lose their interest points, their neighbors move
to inherit them. Though the above movement-assisted
schemes have their own merits., most of these schemes only
focus on the 1-coverage case, or require nodes to have
a knowledge of location information of all other nodes.
Further, none of these schemes can prevent generating new
holes during node movement. Our rigorous mathematical
analysis proves that DVOC can distributively detect holes
more efficiently than previous schemes, and prevent gener-
ating new holes when nodes are moving to heal old holes.

3 BACKGROUND: THE k-COVERAGE PROBLEM

AND THE k-ORDER VORONOI DIAGRAM

Before describing our method, in this section, we first give a
brief overview of the k-coverage problem, 1-order VD and
k-order VD, as well as the notations and the definitions that
will be used throughput this paper. Table 1 lists the nota-
tions and their descriptions.

TABLE 1
Notations

Notations Description

L The target region
S The sensor node set
ðxi; yiÞ The Cartesian coordinate of node i
Di The sensing range of si
Rs The sensing radius of each node
di;j The Euclidean distance between node i and node j
V1ðiÞ The 1-order Voronoi cell of node i
VkðSÞ The k-order VD of S, where S is a set of nodes
V̂ i
k N ið Þ The local k order VD of node i, whereN i is a set of

nodes stored in node i
Bi;j Perpendicular bisector of node i and node j
hi;j Use Bi;j to divide the target region into two half

planes, and hi;j denotes the half plane
that contains node i

Gv The set of kth generating nodes of a Voronoi
vertex v

N i The node set stored in node i’s storage
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The k-coverage problem. Consider a set of senor nodes (or
nodes) S ¼ f1; 2; . . . ; Ng that are distributed over a target
field L, where the position of each node i is represented by
its Cartesian coordinate xi; yið Þ. Each node i can sense speci-
fied events in its sensing range modeled as a disk Di with
radius Rs. We say L is k-covered by all nodes S if only if

8p 2 L; 9S � S; where jSj � k s:t: p 2
\
i2S

Di: (1)

In other words, L is k-covered by the set of sensor nodes S
when every point in L is covered by the sensing ranges of at
least k sensors. Finally, the k-Coverage problem is defined
to detect whether a region L is k-covered by a given set of nodes
S. We call a point p 2 L a coverage hole if p is covered less
than k times by S. Fig. 1 shows an example of 1-covered,
2-covered, and 3-covered regions.

The 1-order VD. The 1-order VD of a collection of nodes
partitions the plane into Voronoi cells (or cells) with one node
inside each cell [6], [33]. Fig. 2a gives an example of 1-order
VD with 8 nodes on the plane, where the grey area is the
Voronoi cell of node i. The node located in a cell is called
the cell’s generating node. Every point in a cell is closer to the
cell’s generating node than to any other nodes. For each
cell, we call all its vertices the critical points of the cell’s gen-
erating node. To detect whether the whole cell is covered,
the generating node only needs to check whether it covers
each of its critical points. If there exists a critical point that
cannot be reached by the generating node, then no other
node can cover this critical point as the generating node is
the closest node to its critical points.

The Voronoi cell for each node can be derived as follows:
given any pair of nodes i; j 2 S, we use their perpendicular
bisector Bi;j (the green dotted line in Fig. 2a is the perpen-
dicular of node 1 and node 2) to partition the plane into two
half-planes: hi;j containing node i and hj;i containing node
j. Then, the 1-order Voronoi cell of node i, denoted by V1 ið Þ,
is the intersection of N � 1 half-planes with all other nodes
(the grey part in Fig. 2a is the 1-order Voronoi cell of node 1)

V1 ið Þ ,
\

1�j�N; j 6¼i
hi;j: (2)

The 1-order VD is composed of the 1-order Voronoi cell of
each node in S. Notice that in what follows we use V and V
to represent Voronoi cell and Voronoi diagram, respectively.

The k-order VD. An extension form of the 1-order VD is a
k-order VD [34], [35], [36], which partitions the plane into
cells such that each cell, say Vk Sð Þ, is associated with a sub-
set of nodes S (S � S and jSj ¼ k). In particular, Vk Sð Þ can
be calculated by

Vk Sð Þ ,
\

i2S; j2SnS
hi;j: (3)

That is, Vk Sð Þ is the locus of points closer to all nodes in S
than to any other nodes in SnS. Or equivalently, S are the k
closest nodes to the point in Vk Sð Þ.

For each vertex v of Vk Sð Þ, we order the nodes in S
according to their distance to v (i.e., from the shortest dis-
tance to the longer distance). Then, to detect whether
Vk Sð Þ is k-covered, we only need to check whether each
vertex of Vk Sð Þ can be covered by its kth nearest node in S:
If each vertex v can be covered by its kth nearest node in S,
then v can be covered by other k� 1 nodes in S; otherwise,
v cannot be k-covered, since S are the k nearest nodes to
every point Vk Sð Þ including v. We call v a critical point of
its kth nearest node and name the kth nearest node to v by
the kth generating node of v. In most cases, each vertex has
three kth generating nodes and more details will be intro-
duced in Section 5.1.

Consequently, the whole target region can be detected by
checking each cell Vk Sð Þ. We use Vk Sð Þ to represent the
whole k-order VD, which is the combination of all the
k-order Voronoi cells Vk Sð Þ (S 2 S)

Vk Sð Þ ¼ [S2SVk Sð Þ: (4)

Fig. 2b gives an example of the 2-order VD for 8 nodes,
where each cell is associated with two nodes. In particular,
the grey cell is associated with node 1 and node 2. Also,
there are 5 cells are associate with node 1, labeled by ð1; 2Þ,
ð1; 3Þ, ð1; 5Þ, ð1; 6Þ, and ð1; 7Þ. The red vertices are the critical
points of node 1 and node 1 is the 2nd generating node of
those red vertices.

4 SYSTEM DESIGN

In this part, we will introduce our VD-based hole detection
approach. In particular, we will first give a warmup strategy
called PVD based k-coverage checking in Section 4.1, which is
directly developed from the previous methods, and then
devise a more efficient approach called LVD based k-coverage
checking in Section 4.2.

In what follows, we assume that each sensor knows its
own location (e.g., by GPS), and the sensor nodes are dense
enough to enable the entire network to be well connected.
We also assume that sensors can freely move in any direc-
tion in the target region, and there is no obstruction area
where sensors cannot move in.

Fig. 1. An example of 1-covered, 2-covered, and 3-covered regions.

Fig. 2. 1-order VD and 2-order VD.
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4.1 PVD Based k-Coverage Checking

Our approach, DVOC, conducts k-order VD construction
and k-coverage checking in a distributedmanner. A question
is how to distribute these workload among sensors. Before
introducing LVD, we first introduce a warm up method
called PVD-based k-coverage checking, which can be simply
extended from the distributed method for constructing
1-order VD [13]. Notice that in a k-order VD, a node imay be
associated with several cells. We call the combination of
these associated cells node i’s partial k-order VD (PVD)
(Definition 4.1), and it requires each node to be responsible
for its partial k-order VD in k-coverage checking.

Definition 4.1. Suppose S1i ; . . . ;Smk
i ðmk ¼ ðN�1k�1 ÞÞ are the sub-

sets of S with cardinality k that contain node i. The combina-
tion of the cells associated with these subsets is called the
partial k-order VD (PVD) of node i, denoted by

~V i
k ðN iÞ ¼ [mk

l¼1Vk Sli
� �

: (5)

In the previous distributed 1-order VD construction
methods [12], [13], each node initializes its tentative cell
using a small subset of nodes in its region. The node is the
generating node of the vertices of its cell. The GPSR routing
algorithm [23] always routes a packet to the reachable node
with minimum distance. To increase the cell’s accuracy, the
generating node i checks if there exits a node that is closer
to each of the cell’s vertices than itself using GPSR; if yes,
node i reduces the area of the tentative cell by excluding the
closer node from the cell. When each node stops cell modifi-
cation, the 1-order VD is constructed. Similarly, to construct
PVD, each node i first initializes its tentative PVD using the
known nodes (including itself) in its storage. For each vertex
of its PVD v, node i first locates v’s kth generating nodes and
then probes nearby nodes using GPSR to check if there is a
node is closer to v than the v’s current kth generating node.
It then adds such nodes into its storage. After the checking
of all vertex, node i rebuilds its PVD to enhance the accu-
racy of the PVD. Since a node’s PVD only consists of its
nearby nodes, each node only needs to probe its nearby
nodes for the PVD construction [12], [13]. Node i stores the
vertices and edges for its tentative PVD. This process

repeats until node i cannot find closer node to any of its
PVD’s vertices. After all nodes build their PVD, the k-order
VD is constructed.

Fig. 3 shows an example for the 2-order PVD construction.
In Fig. 3a, node 1modifies its PVD to 3 (b) when a new node 5
is closer to the PVD’s vertex v3 than node 2 and node 3 (node
2 and node 3 are the 2nd generating nodes of v3). Similarly,
in Fig. 3b, node 1 continues tomodify its PVD to 3 (c) because
a new node 6 is closer to the PVD’s vertex v6 than node 1 and
node 4 (node 1 and node 4 are the 2nd generating nodes of
v6). While in Fig. 3d, node 10 will not be observed by node 1
through GPSR as node 10 is not closer to any vertex in the
diagram than vertex’s 2nd generating nodes.

4.2 LVD Based k-Coverage Checking

Accordingly, rather than relying on one central node to col-
lect the location information of all nodes in the WSN and
then build the k-order VD, PVD based k-coverage checking
distributes this workload among the nodes by letting each
node collect partial location information and build its own
k-order PVD in order to build the k-order VD. Fig. 4 gives an
example of a 16-nodeWSN, where node 1 has built its partial
2-order VDwith 7 critical points so far. We draw circles with
the critical points be the circle centers, and their distances to
node 1 be the radius. Then, we draw the smallest circle cen-
tered at node 1 that embraces all these circles (denoted by
C1). To guarantee the accuracy of its partial diagram, node 1
only needs to use GPSR to collect the location information of
some nodes inside C1, because nodes outside of C1 are far-
ther to the critical points than node 1 and these nodes do not
affect the PVD construction. However, higher value of k
leads to larger C1 and more location information that node 1
needs to collect by GPSR, leading to a high energy cost.

In addition, we observe that nodes’ partial k-order VDs
always overlap with each other. In other words, each critical
point is known by several nodes rather than only one node.
Thus, multiple nodes checking the same critical point leads
to duplicated checking and unnecessary energy cost.

Therefore, simply extending the distributed 1-order VD
construction method to a k-order VD construction method
cannot fully use nodes’ location information, especially
when k is large. It is crucial to find an energy-efficient
method to reduce the probing cost for high accuracy. To
this end, we propose a k-coverage checking method based
on local k-order VD (LVD).

LVD designates the node i closest to a critical point
of another node j to conduct the accuracy checking and
k-coverage checking on this point. Thus, LVD shrinks the
circle where node i needs to collect location information,
hence reducing GPSR probing distances and the number of

Fig. 3. Construction of 2-order VD.

Fig. 4. LVD versus PVD.
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probed nodes of each node. It also avoids unnecessary prob-
ing cost due to the overlapping.

A challenge in LVD is how to distribute the set of all criti-
cal points in the target field to sensors so that each critical
point is only assigned to one sensor that is closest to itself.
We notice that a node i’s 1-order Voronoi cell is mutually
exclusive to any 1-order Voronoi cell of other node’s loca-
tion. We then define LVD as the intersection of node i’s
1-order Voronoi cell and the k-order VD. Then, the local
k-order VD of each node must be mutually exclusive. Also,
the combination of LVD form the intact k-order VD, which
will be proved later.

Definition 4.2. We use N i to denote the set of location points
that node i has collected. Then, the local k-order VD of a node i
(denoted by V̂ i

k ðN iÞ) is defined as the intersection of node i’s
1-order Voronoi cell and the k-order VD ofN i, or formally

V̂ i
k ðN iÞ , Vk N ið Þ \ V1 ið Þ: (6)

where Vk N ið Þ denotes the k-order VD given by N i. We say a
LVD V̂ i

k ðN iÞ is accurate iff V̂ i
k ðN iÞ ¼ V̂ i

k ðSÞ.
Lemma 4.1. To guarantee node i’s LVD’s accuracy, there cannot

be any node unknown to node i that is closer to any of the cell’s
vertex than any of the cell’s generating nodes.

Proof. Lemma 4.1 can be easily derived from [13]. tu
Below, we present how a node builds its LVD (Algorithm

1). Similar to PVD construction, each node also conducts the
accuracy check on its identified critical points of other
nodes. Basically, it checks whether there is a node within
the circle with the critical point as the center and the dis-
tance between the critical point and its generating node as
the radius. If yes, it additionally considers the location of
the closer node to build a more accurate local k-order VD.
Each node i calculates its LVD by Equation (6).

Algorithm 1. Pseudo Code for Building LVD.

input : N i ¼ fig // At beginning node i only has its

own location;

output : V̂ i
k ;

1 repeat
2 accuracy TRUE; // Denote whether the LVD is

accurate

3 Calculate V̂ i
k based on the current N i (Equation (6));

4 for each v 2 V̂ i
k do

5 Find a kth generating node of v, say node j;
6 Use GPSR to probe the nearest node to v in S=N i, say

node l;
7 if node l is closer to v than node j then
8 Add node l toN i;
9 accuracy ¼ FALSE;
10 until accuracy ¼ TRUE;

For example, in Fig. 4, node 1 builds its local k-order VD
(marked by bold lines in the center). It finds the 6 critical
points within the diagram, whose generating nodes are
nodes 2� 7. Then, node 1 only needs to probe nodes within
circle C2, which is the smallest circle that embraces all the
circles; each having a critical point as the center and its dis-
tance with its generating node as the radius. When node 1

finds that a critical point cannot be reached by its kth gener-
ating nodes’ sensing ranges, node 1 informs the generating
nodes. Compared to the PVD-based scheme, the LVD-based
scheme reduces the number of critical nodes that should be
checked by node 1, and reduces the probing scope from cir-
cle C1 to C2. In the following, we proves the correctness of
our LVD-based scheme in Lemma 4.2.

Lemma 4.2. The union of all nodes’ LVDs forms the VD and no
critical points will be missed if the accuracy of every LVD is
guaranteed.

Proof. Assuming the accuracy of every local k-order VD is
guaranteed, by definition we can retrieve

[Ni¼1V̂ i
k N ið Þ ¼ [Ni¼1V̂ i

k Sð Þ ¼ [Ni¼1 Vk Sð Þ \ V1 ið Þð Þ
¼ Vk Sð Þ \ [Ni¼1V1 ið Þ� � ¼ Vk Sð Þ \ L ¼ Vk Sð Þ

tu
Time complexity. We then compare the running time

of building PVD and LVD. Here we use the k-order VD
construction algorithm in [35] with time complexity
O k2 N logNð Þð Þ, where N denotes the number of nodes in S.
Due to limitations of space, we do not introduce the details
of this algorithm. In this algorithm, whenever a new node
location is added to N i, node i needs to execute the algo-
rithm one more time for accuracy checking. We denote c as
the number of nodes’ locations that node i needs to collect
to build a PVD. After the cth node’s location has been
probed, the algorithm for building PVD is finished. The run-
ning time equals

Xc

u¼1
O k2ulogu
� � ¼ O k2c2logc

� �
; (7)

and each node needs to store the location information of
OðcÞ neighbor nodes in its storage. Similarly, the running
time of LVD can be calculated as O k2e2logeð Þ and the space
complexity is OðeÞ, where e denotes the number of nodes’
locations that node i needs to collect for the accuracy check-
ing of the diagram. Since e is always less than c, the running
time of k-order LVD construction scheme is less than that of
the k-order PVD construction scheme. Thus, LVD is more
computation and energy efficient, and hence is more practi-
cal than the previous schemes.

5 HOLE HEALING STRATEGY USING NODES’

MOBILITY

In this section, we will introduce how to heal a hole when
the hole is detected. Specifically, we first introduce a con-
cept called safe area to constrain nodes’ mobility to prevent
new holes being generated in Section 5.1. Based on this con-
cept, we then describe our Cooperative movement-based
hole healing strategy in Section 5.2.

5.1 Safe Area Identification

In DVOC, after nodes build their own k-order LVDs, they
collaborate to detect whether the vertices of the cells in the
diagram (i.e., critical points) are k-covered by finding out if
each vertex is covered by its kth generating node. In previ-
ous works such as VOR [6], a sensor node simply moves
towards the Voronoi vertex that is uncovered. However,
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such node movements might cause some areas to become
uncovered, and several iterations might be needed to con-
verge when a new hole cannot be covered by some other
nodes. Therefore, we introduce a method to enable a node
to identify its safe area that it should not move out. If the
node moves out of the safe area, it no longer covers its criti-
cal point. First, we give the definition of k-order Delaunay
triangle and its property (Theorem 5.1):

Definition 5.1. (k-order Delaunay triangle (DT) [14]) Let S
be a set of sensor nodes’s locations in the plane. For nodes i, j,
l 2 S, a triangle 4i;j;l is a k-order DT if the circle through
nodes i, j, and l has at exactly k nodes of S inside.

Theorem 5.1. If v is a vertex of a k-order Voronoi cell, then v
must be the intersection of the bisectors Bi;j and Bi;l, and the
kth generating nodes of v are nodes i, j, and l [4].

According to Theorem 5.1, for any vertex v of a k-order
Voronoi cell, v has at least three kth generating nodes, say i,
j and l, and v is the center of the circle of 4i;j;l. Also, in the
circle of 4i;j;l, there must exist ðk� 1Þ nodes nearer to the
center of circle than the triangle’s three vertices, which
means that the circle must contains exactly ðk� 1Þ nodes.
Therefore, by connecting the three kth generating nodes of
any critical point in a node’s LVD, we can always get a
ðk� 1Þ-order DT.

Algorithm 2.Hole Detection by Node i.

input : V̂ i
k

output : Chole; Ghole½ �
1 // Chole is the set of critical points uncovered,
Ghole is the set of Chole’s generating nodes;

2 for each critical point v in V̂ i
k do

3 Find v’s kth generating nodes Gv;
4 for each node j 2 G do
5 if node j cannot cover v then
6 Add v to Chole;
7 Add node j to Ghole;

If the kth generating nodes’ sensing ranges covers their
critical point, then the radius of their ðk� 1Þ-order Delau-
nay triangle is smaller than or equal to their sensing range.
Consequently, the problem that whether every point of tar-
get region is k-covered can be transformed to the problem
that whether the radius of each of such ðk� 1Þ-order DTs is
smaller than the sensing ranges of the kth generating nodes.
For example, in Fig. 5, node 1 builds its 2-order LVD, which
contains v and its 2nd generating nodes are nodes 2,3 and 7.
The42;3;7 is a 1-order DT which center v.

In order to make the three kth generating nodes (i.e.,
three vertices of a triangle) to cover their critical point (i.e.,

the center of the circle), from the law of sine and cosine, we
can derive that the relationship among the radius of tri-
angle’s circumscribed circle (denoted as r) and triangle’s
three edges (denoted as di;j, di;l and dj;l). That is,

r ¼ di;jdi;ldj;lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2i;j þ d2j;l þ d2i;l

� �2
�2 d4i;j þ d4j;l þ d4i;l

� �r (8)

According to Equation (8), we can retrieve that, any vertex
of a k-order Voronoi cell can be covered by its kth generat-
ing nodes iff the relationship of its ðk� 1Þ-order DT’s three
edges satisfy the following condition

Rs � di;jdi;ldj;lffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2i;j þ d2j;l þ d2i;l

� �2
�2 d4i;j þ d4j;l þ d4i;l

� �r : (9)

Definition 5.2. (Safe area) Consider a ðk� 1Þ-order DT 4i;j;l,
where nodes i and j are not moving, the safe area of node l for
4i;j;l is defined as the area, where node l can be located to guar-
antee that the triangle’s circumcenter is k-covered (satisfying
Equation (9)).

According to Definition 3.6 above, we calculate node l’s
safe area for4i;j;l. According to Equation (9), we can get that
the location of node l should satisfy one of the following
two equations, where xl; ylð Þ, xi; yið Þ and xj; yj

� �
represent

the Cartesian coordinates of nodes l, i and j respectively

xl � x0 þ fxð Þ2þ yl � y0 þ fy
� �2� Rs (10)

xl � x0 � fxð Þ2þ yl � y0 � fy
� �2� Rs (11)

where x0 ¼ xiþxj
2 , y0 ¼ yiþyj

2 , fx ¼ jxj � xij
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRs
di;j
Þ2 � 1

4

q
, and

fy ¼ jyj � yij
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðRs
di;j
Þ2 � 1

4

q
	 xi�xj

yj�yi . Note that a node can be the

generating node for multiple critical points. When node l

needs to move to cover a hole (i.e., an uncovered critical

point), it should not move out of its safe area of another cov-

ered critical point, that is, its location ðxl; ylÞ should satisfy

Equations (10) and (11). Then, we achieve Proposition 5.2,

which presents a necessary condition to k-cover a point.

Proposition 5.2. Let di;j denote the distance between any
pair of two vertices of a ðk� 1Þ-order DT, then di;j � 2Rs

is a necessary condition to k-cover the center of the cir-
cumcircle of the triangle.

Proof. Suppose for the sake of contradiction that di;j > 2Rs,
then xl and yl have no solutions in Equations (10) and
(11), implying that di;j should be no larger than 2Rs. tu
According to Equations (10) and (11), we know that a

generating node must know the other two generating nodes
of this critical point in order to know its safe area for their
critical point. Hence, when a node i notifies the three gener-
ating nodes that their critical point is not covered, it also
tells them the location information ðx; yÞ of the critical point
and the other two generating nodes. Based on Equations (10)
and (11), the node limits its movement within its safe area
when it is moving.

Now, we consider a more complicated scenario, where
the safe area of a sensor belongs to multiple ðk� 1Þ-order

Fig. 5. 1-order DT in 2-order VD
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DTs. Suppose node i is in a number of ðk� 1Þ-order DTs
denoted by DTi;1; . . . ; DTi;m and the corresponding safe area
of node i in the triangles are Ai;1; . . . ; Ai;m, where m is the
number of the triangles. Then, the united safe area Ai

united for
node i is defined by the intersection of Ai;1; . . . ; Ai;m:

Ai
united ¼

\m
j¼1

Ai;j: (12)

We also define coverage rate of a WSN as the ratio of the area
k-covered by given sensor nodes to the area of the entire tar-
get region of the WSN. Then, we have the following
conclusion:

Lemma 5.1. The coverage rate of a WSN increases monotoni-
cally with node movements if the nodes do not break the united
safe area constraint.

Proof. Consider that when a node, say node i, moves
towards one hole, the area size of this hole is decreased;
whereas if node i stays in the united safe area it originally
is located in, no new hole is generated. Thus, the coverage
rate is increased monotonically with node movements. tu
Lemma 5.1 indicates that by obeying the constraint of the

safe area, DVOC is guaranteed to converge if the density of
sensor nodes is high enough.

5.2 Cooperative Movement-Based Hole Healing
Strategy

In Section 5.1, we introduce a concept, called safe area, to
constrain nodes’ mobility to prevent new holes being
generated. Then, based on this concept, we propose a
cooperation mechanism that can heal coverage holes while
preventing new holes being generated during node move-
ments in this section. Here, we let Sm � S denote the set of
nodes that can move, and we call the nodes in Sm mobile
nodes. Basically, a mobile node tries to stay in its safe area
when moving to cover its critical point. If it cannot move
to its destination, it asks other mobile generating nodes of
the same critical point to move towards the hole for com-
pensation. In the following part, we will introduce the
detail of the approach.

As we mentioned in Section 4.2, when a sensor node
detects that there exists a critical point v beyond the sensing
range of its kth generating nodes, it will send a notification
to all the three generating nodes. If there exists at least one
mobile generating node, then the mobile generating node(s)
is required to move towards v to heal the hole; otherwise,
each generating node, say node j, needs to forward the noti-
fication to a nearby mobile node that is further away from v
than node j to fix the coverage hole.

Let node i be the mobile node that is required to move to
heal the coverage hole. Then node i figures out its destination
h to cover the hole, where h is the nearest point that node i
needs to move to make its sensing range reach its uncovered
critical point. Here, the shortest path is the line that connects
node i and node i’s uncovered critical point. To prevent gen-
erating new holes, node i needs to calculate the safe area
Ai

united for all of its critical points. To this end, node i needs to
identify all of its critical points by building a PVD, and then
consults its surrounding nodes for the information of its
critical points and their generating nodes. Notice that the

operation of building PVD and calculating safe area is only
requiredwhen the coverage hole is discovered.

After calculating the safe area, node i figures out the dis-
tance it needs to move towards h. Let h0 be the intersection
of the line and Ai

united. If h is inside Ai
united, node i directly

moves to it. Otherwise, the destination is h0. We use Fig. 6 to
better illustrate how to calculate the movement distance. In
Fig. 6a, we first consider a single safe area, where h is the
critical point of nodes i, j and l, and the gray part is the safe
area of node i. When h is outside of node i’s single safe area
of4i;j;l, the movement distance di;h0 is given by

di;h0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2
O;h0 � d2O;i þ 2dO;idO;h0 cos ffh0kO

q
: (13)

We then extend the case of single safe area to the united safe
area of Ai;1, Ai;2, Ai;3; . . . ; Ai;m, as Fig 6b shows. Here, node 6
is the sensor node informed to move to point h to recover a
hole. Each circle in the figure is the safe area of node 6 in
each triangle, and the gray area is the united safe area of
node 6, Ai

united. The movement range of node 6 should be
within the united safe area Ai

united. That is, the maximum
moving distance should be no larger than d6;h0

l
. The distance

that node 6 should move can be calculated by

dmax ¼ minfd6;h0
l
g l ¼ 1; 2; 3; . . . ; 5ð Þ: (14)

Accordingly, node 6 is unable to each the identified destina-
tion due to the constraint of its safe area. To tackle this prob-
lem, we propose a cooperation mechanism as follows.

We call the nodes associated with the same critical point
partners; we can find that there are always three or more
partners sharing one critical point. When a critical point is
detected as a coverage hole, all the partners sharing this crit-
ical point will move towards to the critical point. However,
a node might not be able to reach the calculated destination
due to the constraint of safe area. In the cooperation mecha-
nism, when a node cannot move enough distance to reach
its critical point, its partners are required to move to heal
the hole. Below, we discuss two cases: (1) when one node
cannot move to its destination, and (2) when two nodes can-
not move to their destinations, due to the constraint of safe
areas (i.e., avoiding generating new holes).

In Fig. 7a, O0 is the critical point of the three generating
nodes l; i and j. Nodes l; i; j are notified that O0 is not
k-covered, then nodes l; i; j calculate that their destinations
are p0l, p

0
i and p0j and the uncovered critical point can be cov-

ered. However, due to the safe area constraint in Equa-
tion (14), node l finds that it cannot reach p0l, but can only
arrive at p00l . Node l then sends a message to inform its part-
ners, nodes i and j, to move more in order to cover the

Fig. 6. Calculating the movement destination according to safe area.
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critical point. Node l needs to calculate the destinations of
nodes i and j for achieving the coverage, denoted by p0i and
p0j. That is, p

0
l, p
0
i, and p0j must satisfy Equation (9). Making a

circle going through p00l with the radius Rs, the circumcenter
O00 of the circle can be determined. The intersections of the
circle and two lines connecting O00 with nodes i and j
respectively are p00i and p00j . Then, node l informs nodes i and
j to move to p00i and p00j respectively.

Algorithm 3.Movement Scheme of Node i.

input : Chole; Ghole½ �
output : pi // The destination of node i
1 Initiate t by 0;
2 repeat
3 for each v 2 Chole do
4 Notify all three v’s kth generating nodes that v is out-

side of their sensing range. If there is no mobile kth
generating nodes, notify the nodes that is further away
from v than the kth generating nodes;

5 After the last movement, listen for a period and store the
first message it receives, say MSG;

6 ifMSG.type ¼ MOV then
7 P  MSG:loc;
8 if P =2 Ai

united then
9 P 0  ReDest(Ai

united, P Þ // ReDest recalculates

the destination of the node when node’s

original destination is outside the safe

area;
10 Move to P 0;
11 P 00  ParDestði; j; kÞ //ParDest recalculates

the destinations of the node’s partners;
12 newMSG:type HELP;
13 newMSG:loc P 00;
14 Send newMSG to node j (or node k);
15 ifMSG.type ¼ HELP then
16 ifMSG:loc =2 Ai

united then
17 P 00  ParDestði; j; kÞ;
18 newMSG:type FORCE;
19 newMSG:loc P 00;
20 Send newMSG to node j;
21 ifMSG.type ¼ FORCE then
22 Move toMSG:loc;
23 Increase t by 1;
24 until t � TTL

Fig. 7b shows an example that two nodes cannot reach their
destinations. In the figure, when two nodes, i and j, find that
destinations p0i and p0j are outside their safe areas and stop at
points p00i and p00j , they inform their partner node i. node i recal-
culates its path andmoves to p00l . To locate p

00
l , wemake the cir-

cle to go through p00i and p00j with the radius Rs and then

identify its circumcenter O00. The intersection between the cir-
cle and the link connectingO00 and node l is p00l .

It is possible that all three partners cannot move enough
distances to recover the hole; in this case, the three nodes
are forced to move out of their safe areas to their calculated
destinations, and stay at those points for a period of time,
which is predetermined according to the network condition
in order to prevent oscillations. Generally the new hole will
be healed by some other nodes if the density of the network
is high. Actually, in a dense sensor scenario, the possibility
that all the three partners cannot reach their destinations is
very low. That is, the cooperation mechanism can prevent
generating new coverage holes in most cases. In addition,
when multiple non-overlapping areas ask node i to perform
different movements to restore k-coverage, node i only
moves to the one that first sends the request. After moving
to the destination, the node will stay for a period to prevent
oscillations (as Fig. 8 shows).

Algorithm 3 describes the detailed progress of movement
conducted by each node and Table 2 lists the explanation of
different types of messages in Algorithm 3. In Algorithm 3,
DestðvÞ is used to calculate the target point of node i if its criti-
cal point v is uncovered, ReDestðAi

united; P Þ is used to calcu-
late the new destination point of node i if P (target point) is
outside node i’s safe area Ai

united, and parDestðpi; pj; pkÞ is
used to calculate the destination of pj if pi cannot reach its
original destination. All these three functions are calculated
by Equations (10), (11) and (13). To avoid the interferences
between VD building (Algorithm 1), hole detection (Algo-
rithm 2) and hole healing (Algorithm 3) (for example what
happens when one sensor is executing the first algorithm
while a neighboring sensor is executing the third algorithm),
all the nodes are synchronized at the beginning of each opera-
tion. In addition, we set a TTL (Time To Live) for Algorithm 3
to prevent oscillations.

6 PERFORMANCE EVALUATION

In this section, we present the experimental results of DVOC
in comparisonwith typical VORonoi-based algorithm (VOR)
[6], [13]. Also, we compare DVOC with the other two typical
movement-assist schemes for full coverage in WSNs: Scan-
based Movement-Assisted Sensor Deployment (SMART)
[20] and Sea Surface Coverage (SSC) [1] in Matlab on GENI
Orbit testbed [37], [38]:

Fig. 7. Cooperative movement.

TABLE 2
Messages’ Explanation in Algorithm 3

Symbol Explanation

type = MOV Require the node to move
type = HELP Let the node ask help from other nodes
type = FORCE Force the node to move to a given destination
loc The destination’s location

Fig. 8. When a node has to fix two coverage holes a and b.
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1) VOR. VOR divides the entire target field into cells
and each node covers one cell. When a node detects
a coverage hole in its cell, it moves towards the far-
thest Voronoi vertex to cover the hole. In our experi-
ment, VOR is improved to handle k-coverage in a
distributed fashion by using an incremental algo-
rithm [13] to compute and maintain the Voronoi cell
at each sensor node and using GPSR to verify the
correctness of the cell [12].

2) SMART. SMART is a grid quorum-based movement
scheme that divides the entire field to virtual grids.
Each grid has a head, which communicates with
other heads to identify overloaded and underloaded
grids and directs the movement of nodes to balance
the load (i.e., the number of sensors) of all the grids.

3) SSC. SSC distributes a number of “interest points”
randomly and uniformly throughout the entire tar-
get field, and assigns a sensor to each of these points
to cover it. When some nodes lose their “interest
points”, other nearby nodes move to inherit the
points. Nodes can only move in four directions.
Since the target region is not fully covered at
the beginning in our simulation environment, we
assume that every “interest point” is assigned to the
node nearest to it.

The testbed uses a large two-dimensional grid of 400
802.11 radio nodes, which can be dynamically intercon-
nected into specified topologies. Since GENI-Orbit testbed
has limited number of nodes (less than 400 nodes), here we
only take the 2-coverage as an example for the k-coverage in
GENI Orbit testbed. We also evaluate the performance of
different strategies in 3-coverage and 4-coverage using sim-
ulation. The target field is a 400 m	 400 m area. In 2-cover-
age, the number of sensors was varied from 200 to 250. In
3-coverage and 4-coverage, the number of nodes are set by
300 and 400, respectively. The radius of the sensing range
and the transmission range of each sensor are set by 45 m
and 70 m, respectively. We set each packet size by 56 bytes
(TinyOS 2.x) [39], and each mobile sensor node consumes
27.96 Joule per meter in moving. The energy consumption
of transmission is in the order of 100	 10�9 Joule per bit
[1]. We assume that the energy contained in each sensor’s
battery is 1,000 Joule, and like [1], [6], [13], we set the pro-
portion of mobile nodes in WSNs by 100 percent by
default. We measured the following metrics:

1) Total number of probes. both DVOC and VOR require
each node to probe the locations of other nodes to
build a VD. This metric reflects the transmission cost
for both schemes.

2) Number of messages. Because DVOC needs nodes to
transmit messages to each other for cooperation after
k-order VD is built, simply comparing the total num-
ber of probes is not sufficient for transmission cost
measurement. Hence, (includes messages for prob-
ing, informing other nodes to move, and asking help
from partners)

3) Total moving distance. this is defined as the sum of the
moving distances of all nodes for healing holes. It
reflects the delay and energy cost of node movement
in healing holes. This metric can measure the energy

consumption since the cost of physical movement is
the main energy consumption for sensor node [20].

4) Coverage rate. We distribute 500,000 points uniformly
throughout the entire field, and the coverage rate
equals the percent of covered points. This metric
reflects the schemes’ performance in achieving full
coverage [6].

6.1 Experimental Results

Transmission cost. Figs. 9a and 9b show the transmission
costs between DVOC and VOR measured by the total num-
ber of probes and messages, respectively. Both schemes
require that each node probes the locations of its surround-
ing nodes for building a VD. The difference is that under
DVOC, every node needs to send messages when finding a
hole or moving to heal it. The number of messages of
DVOC includes the messages for probing (Probe), inform-
ing other nodes to move to heal holes (MOV), and asking
for help from partners (HELP). We did not count the num-
ber of messages forcing partner to move (FORCE) since the
number of such messages is extremely small. For VOR, only
the messages for probing are included. From both Fig. 9 ab,
we find that in both metrics, DVOC is significantly superior
to VOR. The total number of messages in VOR (all for prob-
ing) is about 2 (range from 1.936 to 2.176) times of that of
DVOC, and the number of messages transmitted in DVOC
is only about half of VOR’s (range from 0.512 to 0.546). We
also measured the proportion of different types of mes-
sages in DVOC; on average, probe messages constitute
98.60 percent (this explain why in Fig. 9b the curve of the
number of probes and the curve of the total number of mes-
sages are very close); MOV messages constitute 1.21 percent
and HELP messages constitute 0.19 percent. The reason
why DVOC has higher efficiency than VOR in terms of
transmission cost is that DVOC uses a cooperation mecha-
nism based on a local k-order VD, which requires less loca-
tion information than the partial k-order VD used in VOR.
Admittedly, DVOC still makes nodes communicate with
each other after the VD is built, but such communication
cost is very small compared with the cost for probing loca-
tion information. As confirmed by Fig. 9b, the transmission
cost for MOV and HELP constitute only a small percentage
of the total communication.

Fig. 9. Transmission cost.

1256 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 17, NO. 6, JUNE 2018

Authorized licensed use limited to: University of North Texas. Downloaded on September 06,2021 at 01:10:48 UTC from IEEE Xplore.  Restrictions apply. 



Fig. 9c compares the total number of probes between
DVOC and VOR in 2-coverage (200 nodes), 3-coverage
(300 nodes) and 4-coverage (400 nodes) in simulation.
From the figure, we can observe that both DVOC and VOR
have more probes in 3-coverage and 4-coverage than in
2-coverage. On the other hand, in 3-coverage and 4-coverage,
the system has more nodes, i.e., respectively 300 and 400
nodes, allocated in the target region, which requires more
LVDs to be built.Total Moving Distance. Fig. 10a shows the
total moving distance versus the number of nodes in different
schemes. From the figures, we find that DVOC has the short-
est total moving distance. On average, the total moving distances
of VOR, SMART, and SSC are respectively 1.25, 2.08 and 8.65
times as large as that of DVOC. SSC generates a much lon-
ger total moving distance than VOR and DVOC, since SSC
is a cell-based algorithm where every node is only able to
move in four directions and cannot move along a straight
line to the target. In contrast, VOR enables nodes to move
in all directions, leading to a shorter total moving path
than SSC. Also, we can observe that SMART generates a
significantly longer total moving distance than the others.
This is because the main task of SMART is to balance the
distribution of sensor nodes throughout the entire target
region in order to achieve full coverage. Even when a
region has no holes, nodes need to move to achieve bal-
ance. Both DVOC and VOR use VDs for hole detection and
healing. The difference between DVOC and VOR’s move-
ment patterns is that DVOC is a cooperation based algo-
rithm where each node needs to calculate whether it will
move out of its safe area when informed to recover holes. If
the destination is outside of its safe area, the node stops
moving and asks for partners’ help in covering the hole.
Though it is possible that all the partners cannot move to
their destinations, the cooperation mechanism in DVOC
can prevent new holes from being generated in most cases.

Fig. 10b compares the total moving distance of different
strategies in 2-coverage, 3-coverage and 4-coverage in the
simulation, from which we observe that the total moving
distance of 3-coverage and 4-coverage is higher than that of
2-coverage. It is because that when the dimension of cover-
age is higher, the coverage holes detected are usually farther
from their generating nodes, which requires longer distance
to move to heal the hole.

Efficiency of Node Movements. In order to show the effi-
ciency of node movement in achieving full coverage,
Fig. 11a shows the coverage rate versus the total moving dis-
tance in VOR, SSC, SMART and DVOC when the number of
sensors equals 200. From the figure, we observe that DVOC
achieves full coverage (coverage rate > 99:99%) more rap-
idly than the other three schemes. In particular, DVOC
achieves 99.99 percent coverage rate when the total moving

distance is 900 m, while nodes in VOR, SMART and SSC
move over 1,000 m to achieve full coverage. This is because
DVOC avoids generating new holes during node move-
ment. Lemma 5.1 has indicated that under DVOC, almost
every movement can increase the coverage rate, which
helps DVOC converge more rapidly than the other schemes.
In addition, we observe that SMART achieves full coverage
very slowly, as the objective of SMART is to balance the dis-
tribution of nodes, indicating that many movements con-
tribute to the balanced sensor distribution, and the hole size
does not decrease rapidly at the beginning.

We also compare the efficiency of node movement of
DVOC in 2-coverage, 3-coverage and 4-coverage in simula-
tion in Fig. 11b. From the figure, we find that DVOC
achieves full coverage less rapidly than in 3-coverage and 4-
coverage than in 2-coverage. As we mentioned before (for
Fig. 10c), nodes in higher coverage cases move longer dis-
tance to heal holes, implying that smaller area can be recov-
ered per distance unit. Accordingly, the efficiency of node
moment of 3-coverage and 4-coverage is lower than that of
2-coverage.

Energy consumption over time. We use round to denote the
sequence of each time period in which the destinations of
moving nodes are calculated. Figs. 12a and 12b compare the
energy consumption over rounds in different algorithms
and different coverage cases (i.e., 2-coverage, 3-coverage,
and 4-coverage), respectively. In both figures, the energy
consumption decreases over time because as more coverage
holes are fixed, less mobile nodes are required to move for
hole healing. From Figs 12a and 12b, we observe that the
overall energy consumption follows: DVOC < VOR < SSC
< SMART and 2-coverage < 3-coverage < 4-coverage,
which are consistent with the results in Figs. 11a and 11b.

Comparison with different proportion of mobile nodes. In this
experiment, we set the proportion of mobile nodes by
100 percent by default. But in some WSN applications (e.g.,
[40]), only part of nodes are allowed to move. Accordingly,
we also ascertain the performance (i.e., moving distance) of
our approach when the proportion of mobile nodes varies

Fig. 10. Total moving distance.
Fig. 11. Efficiency of node movements.

Fig. 12. Energy consumption over time.
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from 60 to 100 percent in Fig. 13 ab. Specifically, Fig. 13a
compares the total moving distance of all the nodes in dif-
ferent algorithms and Fig. 13b compares the total moving
distance in 2-coverage, 3-coverage, and 4-coverage. From
both figures, we observe that the total moving distance is
decreasing with the increase of the proportion of mobile
nodes. It is because that the more static sensor nodes are
located in the system, on average the longer distance mobile
nodes need to move to fix the coverage holes.

Experiments with spatial Poisson process. In the above
experiment, we assume that the nodes are uniformly dis-
tributed and the number of nodes is constant in each setting.
In what follows, we test the performance of different algo-
rithms under the assumption that sensor nodes are ran-
domly distributed according to a spatial Poisson process
[41], and we depict the experimental results in Figs. 14a–
14f. We set the node density by 0.00125/m2 by default.
Fig. 14a compares the total number of probes of DVOC and
VOR, from which we observe that VOR needs more probes
than that of DVOC. Fig. 14b shows the total moving distance
of different strategies in the cases of 2-coverage, 3-coverage,
and 4-coverage, respectively. Fig. 14c compares the effi-
ciency of node movement of DVOC in 2-coverage, 3-cover-
age and 4-coverage. Fig. 14d shows the total moving
distance versus different proportion of mobile nodes. Over-
all, the experimental results in the setting of the spatial Pois-
son process (Fig. 14a–14d) are consistent with the results
under which nodes are uniformly distributed (Figs. 9c, 10b,
11b, and 13a).

Fig. 14e depicts the total moving distance when the node
density varies from 0.001 m�2 to 0.0015 m�2. From Fig. 14e,
we observe that lower node density leads to longer moving
distance. It is because that 1) the less sensor nodes are
located in the target region, the more coverage holes need to
heal; and 2) when node density is lower, each node’s move-
ment is more likely to generate new holes, leading to more
movements from the node’s partners. Fig. 14f compares the
maximum coverage rate that DVOC can achieve in differen
coverage cases (i.e., 2-coverage, 3-coverage, and 4-coverage)
when the node density is changed from 0.001 m�2 to
0.0015 m�2. From Fig. 14f, we observe that DVOC cannot
achieve full coverage when the node density is lower than a
threshold. The thresholds are 0.00135, 0.0012, and 0.0011 in
2-coverage, 3-coverage, and 4-coverage, respectively. When
the node density is too low, DVOC cannot fix all the cover-
age holes because 1) node movement will generate new
holes while moving to heal holes and 2) higher moving dis-
tance causes more nodes to die as their power is run out,
which probably disconnects the network and leads the gen-
erating nodes to be unaware of coverage holes.

7 CONCLUSIONS

In this paper, we propose a Distributed VOronoi-based
Cooperation Mechanism for full coverage. In this scheme,
each node builds its own local k-order VD and helps other
nodes to detect holes within their own diagrams. With the
guarantee of the accuracy of the local k-order VDs, DVOC
can greatly alleviate the burdens on nodes for transmission
while ensuring no holes are missed. Further, DVOC uses
a cooperation mechanism to prevent generating new holes
during node movement, which greatly increases the
efficiency of node movements. Experimental results from
GENI’s ORBIT testbed shows that DVOC has superior per-
formance than previous schemes in terms of energy-effi-
ciency and efficiency of coverage. In our future work, we
will study techniques to shorten themoving distance tomini-
mize the sum of all moving paths, i.e., globally optimized
paths. We will also apply connectivity based method (or
homology basedmethod) to detect k-coverage holes.
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